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We introduce a model where an isotropic, dynamically imposed strain induces fracture in a thin film. Using
molecular-dynamics simulations, we study how the integrated fragment distribution function depends on the
rate of change and magnitude of the imposed strain, as well as on temperature. A mean-field argument shows
that the system becomes unstable for a critical value of the strain. We find a striking invariance of the
distribution of fragments for fixed ratio of temperature and rate of change of the strain; the interval over which
this invariance holds is determined by the force fluctuations at the critical value of the strain.
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By experience most—if not all—materials will sooner
later develop cracks. Yet, a profound understanding
largely missing of phenomena such as how cracks initi
the formation of networks of cracks and the resulting dis
bution of fragments, the dynamics of crack propagation,
the collective behavior of many interacting cracks. In th
Rapid Communication we propose a new model that
dresses, at least in part, some of these questions. In
model, an isotropic, dynamically imposed strain, caused
material properties changing in time, induces fracture i
surface material. The problem is solved using molecu
dynamics simulations for a set of beads interacting with o
another via a continuous potential. This model should
relevant to many phenomena that are known to lead to m
roscopic fracture, such as desiccation@1–4# or expansion
@5,6#, changes in chemical composition@7#, changes in tem-
perature@8#, or change of phase of the surface layer.

On the basis of a mean-field argument, we demonst
that the system becomes unstable for a critical value of
strain. We find a striking invariance of the distribution
fragments for a fixed ratio of temperature and rate of cha
of the strain; the interval over which this invariance holds
determined by the force fluctuations at the critical value
the strain.
571063-651X/98/57~2!/1211~4!/$15.00
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Model. We represent the thin film on a coarse-grain
scale by beads that mutually interact via a continuous po
tial that we take to be of the Lennard-Jones for
4e@(s/r )122(s/r )6#, wherer 5urWu is the distance betwee
two particles. An isotropic strain is imposed by havings
change in time (t), reflecting a change in the range of th
interactions on the surface@9#. For simplicity we limit our-
selves to the case where the material is initially unstrain
and s(t) decreases monotonically with time. This corr
sponds to a surface where the induced strain makes the
terial rupture in a state of tension.

The dynamics of the beads obeys Newton’s second eq
tion, i.e., the system is simulated using molecular dynam
~MD!. We assume the surface layer to be in contact wit
heat bath at temperatureT; this is done by periodically re-
scaling the velocities to a fixed kinetic energy@10#. The units
are chosen so that the massm5e[1. In its initial ~strain-
free! state, the surface layer consists of a triangular latt
with lattice constanta0521/6s0 , wheres05s(t0). Periodic
boundary conditions are used to eliminate surface effe
The consequence of decreasings(t) is to put all beads unde
tensile stress, i.e., each bead feels attracted by its neigh
We assumes(t) to decrease linearly in time until it attains
R1211 © 1998 The American Physical Society
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final values f at time t f , whereafter it remains constant. A
effective strain parameter of the overlayer is defined
s(t)[@s02s(t)#/s0 . The rate of change~‘‘speed’’! of s is
denotedv[]s(t)/]t.

We note that the model presented above only conta
three parameters@v,T,s(t f)#, and, in particular, no specific
assumption or algorithm is introduced to break a bond.
order to describe fracture in real materials, impurities and
more realistic interactions could be introduced; however,
interest in this Rapid Communication is to keep the mo
assumptions as simple as possible in order thereby to ide
thebasicmechanisms responsible for the collective behav
of many interacting cracks. We are interested in the fract
pattern att5` which is obtained in practice by choosing
large enought f , whose value depends on the three para
eters above. In order to calculate the probabilityP( f ) for
having a fragment of sizef , we discretize the system int
cells of sizes(t). A fragment is then defined as a cluster
beads that are nearest or next-nearest neighbors to on
other.

As s changes with time, each bead will evolve from
position of global energy minimum to a local minimum sta
The local minimum-energy state is stable, however, fors(t)
close tos0 , since the system would need instant coopera
motion of all the beads in order to rearrange into the glo
minimum-energy state whose lattice parameter isa
521/6s(t). Due to the many body nature of the system, ea
bead will see an energy landscape that changes as the
tions of neighboring beads change, and ass changes in time.
The cooperative motion of the beads creates dynamical
spatial barriers between, on the one hand, local metast
minimum-energy states, and, on the other hand, the glo
minimum-energy state.

For increasing values ofs, the initial configuration even-
tually becomes unstable. Neglecting fluctuations in the p
tions of the beads, each will experience a mean-field po
tial from its nearest neighbors given by

V~r ,s!512eF S s

r D 12

2S s

r D 6

1S s

2a2r D
12

2S s

2a2r D
6G .

We are interested in the behavior ofV(r ,s) at the pointr
5a1d with d small. Expanding the above to fourth order
d, we find:

V~d,s!512eS s

a D 6H 2F S s

a D 6

21G1F156S s

a D 6

242G S d

aD 2

1F32760S s

a D 6

23024G S d

aD 4

1OXS d

aD 6CJ .

Thus, ford small, the potential seen by a bead changes fr
a harmonic single-well to a double-well potential ass de-
creases. This happens whenV9(d,s)ud50 changes sign, tha
is, for sc5(7/26)1/6a05(7/13)1/6s0'0.90s0 . In general,
the existence of a criticalsc for an arbitrary interaction
V(r ,s) is equivalent toV9(r ,s)ur 5a50 having a solution.
As s(t) approachessc from below, one large fluctuation
eventually takes place bringing one of the beads close to
new local minimum-energy position. A cascade of simi
events then spreads out from beads adjacent to that w
y
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first broke the configurational symmetry. The extent of t
propagation of this cascade of events, and the subseq
fracturing of the system, depends, as we will see, ons(t f),
T, and v, as well as on the fluctuations of forces whens
5sc .

Results.Figures 1~a!–1~c! show snapshots of one syste
for different values of strain but fixed temperature and str
rate. Figure 1~a! corresponds tos(t) slightly larger thansc .
The very first cracks have appeared and shortly after
system completely disintegrates into many pieces, charac
ized by a macroscopic Young’s modulus that goes to
@6,11#. This has happened in Fig. 1~b!. In Fig. 1~c!, we have
the final state of the system when the strain no longer va
in time. The effect of varying the speedv can be seen in
Figs. 1~d! and 1~e!: here, the initial conditions are the sam
as in Figs. 1~a!–1~c!, but v is eight times smaller. The strai
in Fig. 1~d! is the same as in Fig. 1~b!; clearly, a smaller
strain rate gives the system a longer time to respond so
the positions of the beads are correlated over a longer
tance and the cracks are straighter. As a result, the fragm
in the final configuration, Fig. 1~e!, are larger than they are
under a rapidly varying strain@compare Fig. 1~c!#.

If T[0 the absence of thermal fluctuations would me
that the system remains in its initial state and never brea
despite the fact that the energy difference between initial
stressed states increases ass(t) decreases. ForTÞ0 @12#
and v→`, on the other hand, the rupture of the system
completely dominated by fluctuations, in which case t
probability densityP( f ) for having a fragment of given
size f is given by a binomial distribution P( f )
5K (6,f )(1/6)f(5/6)62 f , since each of the six neighbors of

FIG. 1. Snapshots of aN51600 system at different timest,
with different change of strain ratev and different final strains(t f).
The initial configuration is the same, andT56.2531025, in all
cases.~a! s(t)50.14, v50.0125, ~b! s(t)50.25, v50.0125, ~c!
s(t5t f)50.5, v50.0125, ~d! s(t)50.25, v50.001 562 5, and~e!
s(t5t f)50.5, v50.001 562 5.
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given bead has probability 1/6 of forming a cluster with tha
bead. For finite (T,v), finally, the fracturing is determined
by the coherent motion of theN beads. In Figs. 2~a! and 2~b!
we show the cumulative probability distributionP.( f ) for a
given T and differentv; as we have seen above, the smalle
the value ofv, the larger the fragments. In Fig. 2~a!, s(t f)
50.5, whereass(t f)50.75 in Fig. 2~b!. In order to calculate
P.( f ), we have averaged over 200–500N5100 systems
with different initial configurations, all at the same tempera
ture T. ~We chose to use many small systems rather than
few large ones in order to get better statistics!. Finite-size
scaling ofP.( f ) is shown in the inset of Fig. 2~a!, which
allows us to extend our results@for the given (T,v)# to the
caseN→`. The lines are fits to a log-normal distribution;
clearly, the data suggest this form ofP.( f ) for large v.
This is the signature of a fracturing process that happens in
multiplicative manner@13#, where a given piece at a random
point breaks into two pieces, which themselves random
break into two other pieces, etc. For very smallv, P.( f )
crosses over to a Heavisideu function, since in this case
breakdown happens due to one large crack spanning t
whole system. The speed for whichP.( f ) can no longer be
described by a log-normal distribution depends onT andN,
and is due to finite-size effects.

An instantaneous change ins means a change in both the

FIG. 2. Cumulative probability distributionP.( f ) for finding a
given fragment of area larger thanf , andT56.2531025 ~a! s(t f)
50.5; v50.025 ~L!, 0.0125 ~1!, 0.006 25 ~h!, 0.0042 ~3!,
0.003 125~n! and 0.001 562 5~* !. The lines are fits to a log-
normal distribution. Inset: finite-size scaling withs(t f)50.5, v
50.0125; N5 100 ~3!, 400 ~n! and 900 ~* !; s(t f)50.75, v
50.0125; N5100 ~L!, 400 ~1! and 900~h!. ~b! s(t f)50.75; v
50.0375 ~L!, 0.018 75 ~1!, 0.009 375 ~h!, 0.004 687 5 ~3!,
0.003 125~n!, 0.002 679~* ! and 0.002 344~small white circle!.
The lines are fits to a log-normal distribution.
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magnitude and the fluctuations of the forces. We find t
system to respond in aqualitatively different manner to
changes ins depending if it is,sc or .sc . For a broad
range of speedsv, we find the average magnitude of th
force on the beads,F[( i

Nu f i u/N, and its fluctuation,dF
[( i

NAf i
22F2/N, to beindependentof v for s(t),sc . We

have also calculated the characteristic lengthj(t) of the
stress fieldF„@rW(t)#… by taking the first moment of the radia
averaged structure factorS(k,t). In @4#, a coarsening phe-
nomenon ofF@rW(t)# prior to the first fracture was found to
be crucial for the subsequent rupture of the system; in
present model, we observe no time evolution ofj(t) for
s(t),sc , and j(t).a. ~However, when the first macro
cracks appear,j(t) increases dramatically#. Therefore, the
observed dependence ofP.( f ) on v must be due to the way
the system responds to changes ins after the sc point has
been passed.

Whether or not the system has time to counteract the
posed strain passedsc depends on the time scale over whic
changes ins take place compared to the response time of t
system; the latter is determined by the random thermal m
tion, i.e., kinetic energyEk , of the beads. The ratio of thes

FIG. 3. P.( f ) vs f for fixed value ofk[Ek
1/2/v ands(t f) for a

N5100 system. ~i! k51.03, s(t f)50.75, and (T,v)5(6.4
31022,0.30) ~L!, ~1.631022,0.15! ~1!, ~431023,0.075! ~h!,
(1023,0.0375! ~3!, ~2.531024,0.018 75! ~n! and ~6.2531025,
0.009 375! ~* !. ~ii ! k51.55, s(t f)50.5, and (T,v)5(6.4
31022,0.20) ~large black circle!, ~1.631022,0.10! ~black circle!,
(431023,0.05! ~small white circle!, ~1023,0.025! ~white circle!,
(2.531024,0.0125! ~large white circle! and~6.2531025,0.006 25!
~small black circle!.

FIG. 4. dF vs s for k51.55 and (T,v)5(6.431023,0.20) ~L!,
~1.631022,0.10! ~1!, ~431023,0.05! ~h!, ~1023,0.025! ~3!, ~2.5
31024,0.0125! ~n! and ~6.2531025,0.006 25! ~* !.
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two time scales is thus given byk[sv21/(m1/2s/Ek
1/2)

5AEk/v. One therefore expects systems with the same va
of k to fracture in the same way. The fracture is expected
be dominated by fluctuations fork!1, whereas fork@1 it
will have time to respond to the changing strain in a cor
lated manner. This is in fact verified in Fig. 3 which shows
remarkable invariance ofP.( f ) over almost 3 decades i
temperature for systems with two different values ofk. The
lowest and highest temperature in Fig. 3 for which the
variance ofP.( f ) no longer holds, and the subtle temper
ture dependence at intermediate values, can be unders
from the dependence on strain of the force fluctuationsdF,
shown in Fig. 4 for the same values ofT as in Fig. 3. Be-
cause of the fluctuations, different temperatures lead t
critical sc ~defined as thes for which dF has its minimum!
slightly different from the mean-field value ofsc5(s0
2sc)/s050.10. The small temperature dependence
P.( f ) at intermediate temperatures can then be unders
in terms of a slight increase ofdF(sc) with T, since one
would expect larger force fluctuations atsc to lead to smaller
fragments. As seen in Fig. 4, the only exception to this is
case of the highestT where, on the contrary, a largedF(sc)
leads to a large-fragment tail inP.( f ). The reason for this
is thatT is so high that coalescence of already-formed fr
ments takes place; coalescence is not observed for loweT.
Finally one also notes from Fig. 3 that deviations inP.( f )
occur for very low temperatures, where the simple scal
argument leading to invariance ofP.( f ) under a givenk
apparently no longer holds.

Conclusion.We have introduced a model where a d
namically imposed strain induces fracture in a thin film. U
ing molecular-dynamics simulations, we have shown the
cumulated fragment distribution function to obey a lo
e
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normal distribution characteristic of fracturing processes t
happen in a random multiplicative manner. A mean-field
gument shows how the system undergoes an instability f
critical value of the imposed strain. We find a striking inva
ance of the fragment distribution function for a given ratio
temperature and speed of strain; the interval over which
invariance holds is determined by the force fluctuations
the critical value of the strain.

Recently many experiments have focused on the dep
dence of the fragment distribution function on the dime
sionality and shape of the fractured object as well as on
impact energy@14#. In all these cases fragmentation result
because of the propagation of a shock wave from the poin
impact. Our findings suggest it could be interesting to look
other variables, such as temperature and change of s
rate, in experiments where a coating breaks due to desi
tion or expansion. Recently we learned of a new interest
two-dimensional MD simulation study of the fracture
membranes@15#. As in the present paper the authors stud
the effect of temperature on fracture under an expansion,
in a quasistatic state, in contrast to the dynamical dep
dence studied in this paper.
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